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5G Core Network (Quick Recap..)



In 5G, Service-Based
Architecture (SBA) is a
core network approach

where network
functions (NFs) offer
services to other NFs
via well-defined
interfaces, enabling
modularity, reusability,
and agility in network
deployment and
service delivery.

5G Service based Architecture

.......................................................................

A Service Based Architecture
; a5 - 5 ”5 | ' '

A |l network functions can interact with NRF, UDSF, UDM, UDR, and NEF as necessary

This offers Communications Service Providers greater flexibility and more efficiency
by decoupling the service consumer from the service producer



NF services are self-contained,
reusable and independent
management schemes
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N3IWF = Non-3GPP InterWorking Function

Local PDN

AUSF = Audentication Server Function
UDM = Unified (User) Data Management

AF = Application Function
DSF = Data Storage Function
NRF - Network Repository Function

UPF = User Plane Function

PDN = Packet Data Network
AMF - Access and Mobility Managaement Function
SMF - Session Management Function

PCF - Policy Control Function NEF = Network Exposure Function



5G Core Network (Cont...)



QoS Flows in 5G

- PDU stands for Packet Data Unit. PDU .
Session Establishment is the process of 3 8 QOS ﬂOW based

establishing a data path between the UE and
the 5G core network. A PDU session is a

IP-based communications protocols used to
carry general packet radio service (GPRS)
within GSM, UMTS, LTE and 5G NR radio
networks

QoS Flow

logical connection betweenthe UEand adata . (. .. .| ... " - )
network, such as the internet or a private PBU Sessien
network. Radio Bearer NG~ U Tunnel 1y
- GPRS Tunnelling Protocol (GTP) is a group of QoS Flow %
3
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- GTP-U is an integral part of the 5G - N e @] '''''''''''''
" o e Usey e R
arc IteCture’ Specifically aesigne or e user For each UE, the NG-RAN establishes one or more Data Radio Bearers (DRB) per PDU Session.

Plane communication, and it p|ays a crucial The NG-RAN maps packets belonging to different PDU sessions to different DRBs. Hence, the
) ) i NG-RAN establishes at least one default DRB for each PDU Session

role in encapsulating and transporting user

data packets between different network

elements.



5G QoS model
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Source: Nokia & 3GPP




Network Slice:
Definition and Concepts



SLICE DEFINITION BY NGMN

+ Service Instance: a run-time construct of an end-user service or a business
service that is realized within/by a Network Slice

+ Network Slice Instance (NSI): a set of run-time Network Functions (NFs), and
resources to run these NFs (an NSI can include zero, one or more sub-network
instances), forming a complete instantiated logical network to meet certain
network characteristics (e.g., ultra-low-latency, ultra-reliability) required by the
Service Instance(s)

« Network slice instance examples: enhanced Maobile Broadband (eMBB),
massive Internet of Things (mlIoT), and Ultra-Reliable Low-Latency
Communication (URLLC), Enterprise and Industry etc.

* Network Slice Sub-network Instance (NSSI): a run-time construct and
comprises a set of NFs and the required resources

+ Resource: asset for computation, storage or transport including radio access,
physical or logical



SLICE DEFINITION BY 3GPP

* From a mobile oleerator’s point of view, a network slice is an independent end-to-end
logical network that runs on a shared physical infrastructure, capable of providing a
negotiated service quality. The technology enabling network slicing is transparent to business
customers. A network slice could span across multiple parts of the network (e.g. terminal,
access network, core network and transport network) and could also be deployed across
multiple operators. A network slice comprises dedicated and/or shared resources, e.g. in
ttl—t:_rms of processing power, storage, and bandwidth and has isolation from the other network
slices.

= 5G networks, in combination with network slicing, permit V2X customers to enjoy
connectivity and data processing tailored to the specific business requirements that
adhere to a Service Level Agreement (SLA) agreed with the mobile operator. The
customizable network capabilities include data speed, quality, latency, reliability, security, and
services.
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NETWORK SLICE CONCEPTS

= Network slicing is transforming the network from a static one “where one network
configuration fits all” to a new paradigm where logical network partitions are created with
appropriate resources and topology to serve a particular service.

= This way we have multiple logical networks on a common physical infrastructure.

» For V2x CAM services, network slicing offers an effective way to meet the requirements for the
different CAM services: platooning, autonomic mobility, lane maneuvering, etc. Slicing supports
very diverse requirements for latency, throughput, capacity and availability.
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NETWORK SLICING - SLICE IDENTIFICATION

NSSAI -network slice selection assistance information
SST - slice type, describes expected network behavior
SD - slice differentiator, optional, further differentiation

NSSAI can have standard or network-specific values
Standard SST values: eMBB, URLCC, MIoT (see next slides)

UE (vehicle) for a specific CAM service will have a profile mapped to a
slitl:e Erdtwo slices. UE sends NSSAI - based on which related slice(s) are
selecte
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SLICE DEFINITION DESCRIPTOR

A network slice is an independent, resource-isolated, end-to-end logical
network running on a shared physical infrastructure, which spans across all the
end-to-end network segments and thus may include a vertical’s enterprise network,
Radio Access Network (or Fixed Access Network), Edge/Mobile Edge Computing
(MEC) network, Core Network and multiple administrative domains.

+ A network slice comprises a minimum set of network functions/apps (virtual
and/or physical) over the end-to-end logical network to achieve the expected SLA(s)
and all the resources (virtual and/or physical, dedicated and/or shared) required to
run these functionEAap s that are purposely selected/chained to deliver the end-to-
end service and SLA(S). These network functions can provide functionality over data
or control planes. A network slice should be programmable at the data plane to
help meet the QoS requirements.

« The network slice’s lifecycle management and orchestration is not part of the
network slice instance and belongs fo the network slice management plane.

« A network sub-slice is defined as a slice (instance) running in a specific network
segment.



5G End-to-End Network Slicing

Optimized service delivery for heterogeneous use cases:

Network slicing will
provide scalability ! "W, ()

Service orchestrator =i st —

£
3

—h =g edth o [
=== Network orchestrator ——

with horizontal

slicing by using

resources efficiently IR .
and will provide

flexibility by
vertically slicing the
resources per

Full automation and self-optimization

. . Network resources can be dedicated per slice, thus enabling end-to-end service differentiation.
d p pl Ication type . Both vertical and horizontal slicing can be specified within the same service slice enabling different
slices per tenant and fulfilling different SLAs.
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Network Slice Management and
Configuration
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5G Network Slice Instance

CSMF

Network Function: Communication W Communicaton M Communication

Service instance Service instance Service instance NSME
NS

A 3GPP adopted or 3GPP defined processing
functionin a network. which hﬁ-@?ﬂﬂd‘_
functional behaviorand 3GPP defined interfaces

NSSMEF

Network Slice:

Network Slice Instance (NSI):

Aset of |l letwork Function instances and the

N551 — Network Slice Subset Instance

Network Slice Instance: A set of Network Function instances and the required resources
(e.g. compute, storage and networking resources) which form a deployed Network Slice.
CSMF — Communication Service Management Function

NSMF — Metwork Slice Management Function
NSSMF — Network Slice Subnet Management Function Source: Nokia & 3GPP




LIFECYCLE OF A SLICE
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Preparation: preparation of network slice design, capacity and on-boarding of NFs
Commissioning: Creation of NSI and allocation of resources

Operation: Activation, supervision, performance reporting, modification and deactivation
Decommissioning: Termination of NSI
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END-TO-END NETWORK SLICE SELECTION OVERVIEW

Network Slice RAN slicing enables 5G Core enables 5G OSS/BSS enables
Selection enables

Device

Transport 5G Core

RAN partition FI { =

RAN partition }—

S

Cloud native

Slice B

Transport path

applications

RAN partition *—-‘P




5G Network Slice selection

| letwork Slice Provider A

= | letwork Slice Selection Asstance Information

= The [1S5Al is a colection of up to 8 S-1 ISSAls NSSA |
5 \ 1 3 !
; Ly | letwork Slice Provider B
S-NSSAI: « S-115SA! - Single | letwork Slice Selection S-1ISSA| #2 "-m
Assistance information

' - ¥ ; ; S-1ISSA| #3 M S5T#HZ2  SDRC
S[ngle NSSA' »:Kigentifies alietwork Sice. - : [etwork Slice Provider C

« 4 Slice/Service type (SST), which refers to the it S IE loT Slice
expected | letwork Sice behaviorin terms of
features and services

S-NSSAI 4 Slice Differentiator (SD). which is opti
. ptional - —

_ ) information that complements the Slice/Sarvice SST SST value Characteristics.

Is comprised of: typels) to allow further differentiation for eMBB Slice suitable for the handlingof 56
selecting a | letwork Slice from the potentially 1 eihanced Mobie Broadband
muitipie Hetwork Sices that all camiply witlT the i = Slice suitable for the handingof ultra-
indicated Slice/Service type reliable low latency communications.

Slice suitable for the handingof

T5 23 501 Standardised S5T table

Major identifier for enabling end to end netwaork slice is Single Network Slice Selection Assistance
Information (5-NSSAI). UE may be entitled to use a set of slices, which means a set of S-NSSAls
that is referred to as NSSAI. Currently 3GPP allows up to eight S-NSSAls in the NSSAI sent in
signaling messages between the UE and the Network.
SST — Slice/Service Type

SD — Slice Differentiation (is optional) Source: Nokia & 3GPP
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5G Core Slices
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5G RAN and Core Slices
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NG-RAN is pre-configured with a set of different configurations for different
network slices. Each slice is assigned with either shared or dedicated radio resource.
How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions

that comprise each slice) is implementation dependent. _
Source: Nokia & 3GPP
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RAN Slice Configuration

RAN SLICING CONFIGURATION DESCRIPTORS

(From Element / Network Management Systems)
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For each UE, 5GC establishes one or more PDU Sessions. Each NG RAN Node (gNB)

PDU Session is associated to one slice. And the UE can use multiple network slices
simultaneously.
The Service data adaptation protocol (SDAP) sublayer provides mapping of IP flows

with different QoS requirements
Source: Nokia & 3GPP
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5G PDU session establishment

PDU session types:

IP type (IPv4 or IPv6 or IPvAv6),
Ethernet type (Ethernet frames
related behavior),

Unstructured type (point-to-point
tunneling techniques used).

NSSAl — Netwaork Slice Selection
Assistance Information

RRCSetupRequest

RRCSetup

RRCSetupComplete

Registration regquest

(Requested NSSAI)

Registration accept

Allowed NSSAI
I'it:-ji_‘:l';h'_:{'l NSSAI
Configured NSSAI

Registration reject
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5G Session and Service Continuity

In SSC mode 2 network may release the IP address (PDU session type IP) as there is a new PDU session anchor point.

In SSC mode 3 a new PDU sessioon will be established before the previous connection is terminated.

SSC mode is defined by the application requirements.
Source: Rohde&Schwarz & 3GPP
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